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INSTRUCTORS: I0ANA DUMITRIU, MELVIN LEOK
SPRING 2025

NAME:

Part I: Math 270A
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1. Let A be an n X n complex matrix,

Consider the matrix B that results from

(a) (15 points) Show that if A is positive definite, B is positive definite.

(b) (10 points) Assume now that n is large and A has no special properties. Describe the most efficient
algorithm for deciding if A is positive definite, and state its asymptotic complexity as a function

of n. Is this algorithm stable?
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rotating A 180° around its center:
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2. Let A be an m x n real matrix and B be a m x m real matrix.

(a) (15 points) Find, with proof, a n X m matrix X which minimizes ||AX — B||r, where || - || is the
Frobenius norm.

(b) (10 points) State and explain any additional properties your minimizer X may have, if any.
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3. Let A be a real n x n matrix with positive eigenvalues, for which A\;(A) = 1, where A\;(A) denotes the
largest eigenvalue of A.

Consider the iterative method given by
(w+ DI — pA)ze +pb = (p+ Dzpp1,  zo €R™.
(a) (15 points) Prove that, regardless of z(, the method converges to Z, the solution to Az = b, for
any 0 < p < oo.

(b) (10 points) Assume now that 0 < pu < co. Explain why, in general, this method is expected to
beat direct methods for solving Az = b from a complexity standpoint.



Date: Tuesday, May 21, 2025 Page 5/10

NUMERICAL ANALYSIS QUALIFYING EXAMINATION

INSTRUCTORS: I0ANA DUMITRIU, MELVIN LEOK
SPRING 2025

NAME:

Part II: Math 270BC

| Problem || Points Possible || Points Earned |

4 25
5 25
6 25
7 25
8 25
Total 125




Date: Tuesday, May 21, 2025 Page 6/10

4. The divided difference of order k& > 1 of f(z) is defined by

flaovap] = Lo O T that] e ) = fan),

(a) (12 points) Prove that

f(ai)

i — ai—1)(a; —aip1) - (a; —ax)’

k
fl = 3

i=1

and thus deduce that the divided difference is invariant under permutation of the arguments.
(b) (13 points) Show that

flat, ..., ap—1,2) = flai,...,ax] + (x — ax) flax, - - ., ak, 2]
and use this result to derive the formula

f(@) =fla1] + (z — a1) flar, ao] + (z — a1)(x — a2) fla1, a2, as]
+ ot (@—a)(r—a2) - (x—an-1)flar,...,an] + En(z),

where E,(z) = pn(z) fla1, ..., an, x].
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5. (25 points) Prove that if a; = k=1 (t;1 + tiyo + -+ + tiyr), then
o0

Z a;BF(z) = , kE>1.

1=—00

Recall that BF = VFBF=1 4 (1 — vk )BF! where V¥(z) = 2=t and
i i i i+1 i+1 [ tivr—ti

0 otherwise
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6. (25 points) Let (f,g) = f:w(x)f(:v)g(a:)dw, where w(z) > 0 is a given weight function on [a, b]. Prove
that the sequence of polynomials defined below is orthogonal with respect to the inner product (-, -),

pn(x) = ('T - an)pnfl(m) - bnpn72(x)ﬂ n Z 13

where
po(x) =1,
pi(z) =z — as,
Ap = <xpn—l7pn—1>/<pn—lapn—l>a
by, = <xpn—17pn—2>/<pn—2apn—2>-
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7. A s-step method has the form
Zm:O AmYn+m = h Zm:O bmf(tn+m7 yn+m)7

where p(w) = 37 _ apw™ and o(w) = Y0 _ bpw™. Consider a s-step method with o(w) =

Bws™(w + 1) and order s.
(a) (15 points) Using the formula,
p(w) — o(w) In(w) = O(jw — 1), w— 1,

explicitly derive the methods for s =2 and s = 3.

(b) (10 points) Are the two methods you derived convergent? Justify your answer.
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8. Consider the following collocation Runge-Kutta method:

(a) (10 points) Compute the stability function R(hA) for the collocation Runge-Kutta method you
derived in the part (a), which satisfies the equation

Yn+1 = R(hA)yn
when the Runge-Kutta method is applied to the model problem,

y' ()= yt), t>0,
y(0) = 1.

(b) (8 points) Is the method A-stable (the domain of absolute stability contains C~)? Justify your
answer.
Hint: You may use the following Lemma: Let R be an arbitrary rational function that is not a
constant. Then |R(z)| <1 for all z € C~ if and only if all the poles of R have positive real parts
and |R(it)| <1 for all t € R.

(c¢) (7 points) Determine the order of accuracy of the collocation Runge-Kutta method. (You may
use the Theorem relating the order of collocation methods and the orthogonality properties of the
polynomial with the collocation points as its roots)
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